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Abstract—In the public safety sector, 5G offers immense op-
portunities for enhancing mission-critical services by provisioning
virtualized service functions at the network edge, which enables
achieving high reliability and low-latency. One of these mission-
critical services is Back Situation Awareness (BSA) that supports
Emergency Vehicles (EmVs) by increasing awareness about them
on the roads. In this paper, we introduce an on-demand BSA
application service, which has been developed for multi-domain
Multi-Access Edge Computing (MEC) systems, enabling early
notification for vehicles on the Estimated Time of Arrival (ETA)
of an approaching EmV. The state-of-the-art approaches inform
civilian vehicles about EmVs only when they are in a close prox-
imity (up to 300m). However, in some situations (e.g., in congested
areas), this may not be enough for the civilian vehicles to safely
and timely maneuver out of the lane of an EmV. Our approach
is, to the best of our knowledge, a unique way to significantly
extend this awareness by creating an orchestrated 5G-based MEC
deployment of BSA application service on optimally selected
edges, thereby stretching over multiple edge domains and even
countries. While consuming the real-time location, speed, and
heading of an EmV, such application service affords the drivers
with sufficient time to create a clear corridor, allowing the EmV to
pass through unhindered in a safe manner thereby increasing the
mission success. The detailed design and the performance analysis
of the BSA application service that has been created following
modern cloud-native principles based on Docker and Kubernetes,
is presented in terms of the impact of emergency scale on the
MEC system resources and service response time. Moreover, we
also introduce a metric called panic indicator, which depicts how
the proposed BSA service can potentially help in enabling drivers
to calmly maneuver out of the path of an EmV, thereby increasing
road safety.

Index Terms—MEC, 5G, multi-domain back situation aware-
ness, NFV orchestration, vehicular communications, public safety

I. INTRODUCTION

Multi-Access Edge Computing (MEC) and Network Func-
tion Virtualization (NFV) are considered as one of the key
technology enablers for 5G and beyond [1], and MEC systems
especially are leveraged for empowering applications with
Ultra-Reliable and Low-latency Communication (URLLC) re-
quirements. The flexible and agile service management fea-
tures of the MEC/NFV systems have fostered new use cases
and business models that were inconceivable with the previous
generations of mobile network systems. Thus, in this paper,
we present and evaluate an on-demand Back Situation Aware-
ness (BSA) application service, which has been designed
and developed for multi-domain MEC systems, to in-advance
inform vehicles on the roads about an approaching Emergency
Vehicle (EmV), with the ultimate goal of decreasing the overall
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Fig. 1: Back situation awareness on the highways.

response time of emergency responders. In the context of
public safety, the high-level overview of the BSA use case
is given in Fig. 1. In this scenario, MEC system is leveraged
to notify the vehicles about the Estimated Time of Arrival
(ETA) of an approaching EmV, whose presence is beyond
the audio and visual range of those vehicles. Furthermore,
to extend the range, the BSA service is dynamically made
available in multiple MEC systems that might be in the same
or different edge domains in order to cover the entire route-
path of the EmV (Fig. 1). The edge domains might be a part
of a single administrative domain or, when the emergency case
happens close to the border, two administrative domains, i.e.,
mobile operators in different countries.

The application service is triggered upon the MEC systems
receiving a notification message from an Emergency Man-
agement Authority (EMA), such as 112 (in EU) or 911 (in
USA), providing the EmV ID, event location information,
and the route path of the selected EmV. In response, the
orchestration system selects the relevant MEC hosts along
the route path and deploys the BSA service instances. In
particular, such multi-domain deployment extends the range
of notifications for civilian vehicles along the route path,
informing them timely on the expected arrival of an EmV. The
deployed application instances are then used by the dispatched
EmV to periodically send Cooperative Intelligent Transport
System (C-ITS) Cooperative Awareness Message (CAM) [2]
towards the newly instantiated BSA application on the MEC
systems (see red arrow line in Fig. 1), for EmV’s each
Global Positioning System (GPS) point on the road. Taking
into account the EmV’s ID, speed, location, and direction
information, extracted from the CAM notifications, the BSA
application computes the ETA values of the EmV for different
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dissemination areas, which the BSA application derives along
the route-path. The computed ETA values are then encoded in
the C-ITS Decentralized Environment Notification Messages
(DENMs) [3], which are broadcasted in the geographic regions
bound to dissemination areas relevant to the encoded ETA
value (see yellow arrow line in Fig. 1). In the following, we
denote the distribution of DENMs in the dissemination areas
as geo cast.

All the vehicles in the dissemination area shall decode the
received DENM notifications to have the ETA values displayed
to the driver. This process is repeated each time a CAM is
received by the BSA service. For range extension, the BSA
service that is directly receiving the CAM notifications from
the EmV will forward the EmV’s state/metadata information
to the peering BSA service instances that are instantiated on
the corresponding MEC hosts along the route path, in order
to compute ETA values for the dissemination areas within
their domain coverage. In other words, a federated multi-
domain BSA service is created spanning over multiple MEC
hosts. In addition, this multi-domain deployment is supported
by BSA applications as they are edge-aware. This feature
makes MEC applications aware of i) the edge location and the
geographic area that they serve, as they can proactively inform
orchestration entities about the need for an application instance
in the other edge domains, as well as of ii) the other peering
applications from the other edge domains to which they need
to connect. The edge awareness also applies to the deployment
of such MEC applications, as orchestration entities consider
the availability of the network and computing resources in
edge domains, as well as the location of MEC hosts, while
making decisions on the application service deployment.

It is intuitive that decreasing the response time of emer-
gency responders leads to a larger probability of successful
interventions, and there are studies that assess the average
response time of emergency responders [4–6], and how such a
response time affects the success of emergency interventions
and patients’ mortality. Looking from a more technical per-
spective, there are also various approaches that leverage digital
technologies and services to broadcast the information about
the presence of an EmV on the roads, but they utilize the short-
range Vehicle-to-Vehicle (V2V) communication that sends the
required information about an EmV only in close vicinity from
this EmV [7,8], thereby only addressing those vehicles that
are approximately 300m away from them [9]. Thus, the V2V
coverage of 300m is not enough for addressing emergency
situations in an efficient manner by sending in-advance notifi-
cations, as emergency journeys are usually kilometers long and
EmVs are moving at a high speed reducing the reaction time of
the drivers. For example, the observational cohort study with
10,315 cases transported by four English ambulance services
[6] reported that ambulance journey distances ranged from 0
to 58km (with a median of 5km). One effort to extend the
awareness is given by Moroi and Takami [10], who propose
a Vehicle-to-Infrastructure (V2I) approach, but this is still not
enough given that the transmission range of roadside units is
between 400 and 500m, with the average delay in message
transmission of 487 ms and 574 ms [11].

To address the aforementioned gaps in existing approaches,
our BSA system relies on the Vehicle-to-Network (V2N)
communication, i.e., 5G-based MEC deployment where BSA
application is running on the optimally selected edge cloud.
Given that information such as the current location/speed of
a vehicle needs to be timely delivered to the BSA application
via CAM message updates, the longer uplink latency can sig-
nificantly affect the efficiency of the V2X application service,
i.e., the accuracy of estimating ETA values in case of the BSA
application service. Further delays in such communication will

produce more errors in the estimation of EmV’s time of arrival.
Thus, it is important that for our BSA deployment, an optimal
MEC is selected taking into account both the computing and
network resource availability, so that low-latency and high-
reliability can be achieved.

This advance notification of the EmV’s ETA shall afford the
drivers enough time to calmly maneuver in a safe manner, i.e.,
without panicking, to create a clear corridor for the EmV to
pass through unhindered, thereby enabling the EmV to reach
the event location in time, enhancing mission success and
road safety. However, in MEC systems, the multiple MEC
applications are sharing a very limited pool of resources, and
therefore it is important to understand the resource metering
of MEC applications before they are hosted on the MEC
platforms, in order to avoid degraded Quality of Service (QoS)
of the respective MEC application and/or its adverse impact on
other services due to extensive resource consumption during
high load circumstances.

For the ETA algorithm as a part of our BSA application
service, calculating ETA values and defining areas for ETA
dissemination along the road, we conducted a detailed analyt-
ical analysis in our previous work [12], assessing the ETA
accuracy and error estimation. In this paper, we focus on
evaluating the overall functional and operational feasibility of
the BSA service in a real environment, its management and
service performance, and analyze i) the overall response time
to emergency events, studying all the contributing factors, as
well as ii) the impact of the BSA service on the MEC com-
puting resources that will aid the service designer in deriving
MEC system specifications for reliable hosting of this critical
service. The experimental setup is created in a realistic envi-
ronment, where we deployed the BSA application instances
on top of the MEC hosts within an orchestrated vehicular
system, i.e., the Smart Highway1 testbed. This paper also
introduces a new Key Performance Indicator (KPI) referred to
as panic indicator indicating the level of panic experienced by
the driver when notified of the ETA of an approaching EmV,
and analyzes the factors for reducing the panic to ensure safe
passage of the EmV(s) towards its destination. This indicator is
determined by comparing the current ETA, and the difference
between two successive ETA values, with the two thresholds.
These thresholds are subjective as they depend on the drivers’
perception, but the goal is to provide the notion of how panic
can be preempted by MEC applications that assist vehicles
on the road, in order to improve the efficiency of reaction of
civilian vehicles to the arrival of an EmV. Therefore, the two
main objectives of the proposed BSA system are i) to reduce
the overall response time of emergency responders, and ii) to
reduce the panic among drivers in the presence of emergency
responders on the roads.

From the results that we obtained, we derive important
conclusions on i) the design requirements of V2X services
that are aimed for running on the MEC platforms in the 5G
systems, with the goal to assist vehicles on the highways, and
ii) the operations and management of such services, including
the study of the factors that affect the service performance.

The rest of the paper is organized as follows. Section II
gives an overview of the relevant related work. Section III
presents the system design, the BSA service architecture, and
the multi-domain aspects of BSA operation. In Section IV, we
detail the testing methodology for the BSA application. This is
followed by Section V providing detailed performance results,
and analysis and discussion, based on an experimental setup.
The paper finally concludes with Section VI.

1Smart Highway: https://www.fed4fire.eu/testbeds/smart-highway/
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II. RELATED WORK

By exploring the opportunities of technological advance-
ments, the Emergency Medical Service (EMS) providers are
making an effort to optimize the use of existing resources
and to offer high-quality medical services to patients. Some
of the key goals of EMSs are reducing patient mortality,
preventing disability, and improving chances of recovery [5].
Paving the way towards these goals, several studies have been
conducted over the past years, examining the relationship
between the reaction time, and the survival rate, thereby
highlighting the significance of reducing the overall response
time to emergency events. According to Sánchez-Mangas et
al. [5], the probability of death decreases by one-third if
there is a 10min reduction in the emergency response time.
Furthermore, Vukmir [4] shows that 30min time is the upper
time interval for the survival of a cardiac arrest patient.
Hence, reduction of the response time plays a pivotal role
in the emergency situations [4,5]. Another study, provided by
Iannoni et al. [13], shows how the extensions of the hypercube
model, combined with the hybrid genetic algorithms, optimize
the configuration and operation of EMS on the highways.
Considering the locations of the ambulance bases along the
highway, Iannoni et al. [13] show how to minimize i) the
average user response time, ii) imbalance of the ambulances
workloads, and iii) the fraction of calls not serviced within
a predetermined threshold. The study shows that the above-
stated issues can be mitigated by relocating the ambulance
bases, and simultaneously determining the sizes of district
areas in the system.

As indicated in our previous work [12], our proposed
solution has several advantages compared with the state-
of-the-art. The existing studies to predict travel times and
investigate reliable routing optimizations use the uncertainty
and time-dependent distribution of the speed (its mean and
variance value respectively) [14,15]. This approach is con-
sidered complex and time-consuming for real implementation
[14]. Our solution overcomes such a challenge as the BSA
service is constantly updated with the real-time speed and
position information from the EmV, which ensures the accurate
and real-time observation of speed and travel times. Also, the
BSA service ensures in-advance notifications of the EmV’s
arrival time, thereby expecting the vehicles in front to clear
the required lane for the EmV to pass. In this situation,
the proposed system can always select the shortest path,
regardless of the traffic conditions, time of day/year, or other
impact factors. In addition, in the existing studies [16,17], the
historical data sets for travel time predictions are obtained from
the large capacity historical dataset volumes maintained by
the emergency medical institutions to predict arrival times of
ambulances in different parts of the cities/urban/rural areas.
In our solution, the historical data set is constantly updated
using the received CAMs from the EmV. Therefore, we have
updated accurate average speed values for 24 hours of the day,
thus identifying rush hours, busy areas within cities, weather
conditions, congestion, and ridership [12].

Nowadays there is a strong focus on the use of vehicular
systems and the Vehicle-to-Everything (V2X) applications that
are developed to improve safety on the roads [18,19], thereby
enhancing the situation awareness [20]. A study conducted by
Senart et al. [21] presents the need for broadcasting awareness
messages and the dissemination of Time of Arrival (ToA) of
emergency vehicles using a wireless medium. The idea is
to disseminate information on EmV’s arrival time to other
vehicles and to have real-time feedback at the same time,
in case the quality of the communication is degraded. Using
the feedback information, the EmV becomes aware of those
vehicles in front that have not been warned about its arrival

yet, thus it accordingly slows down. The bottleneck of such
an approach is that it increases the response time of an EmV.
Another approach on this topic is also found in the work
presented by Hadiwardoyo et al. [7] and by Metzner and
Wickramarathne [8], where they propose a V2V application for
disseminating the real-time information on the EmV’s location,
and the route path, in order to inform civilian cars about EmV’s
arrival. However, the short-range communication offered by
V2V is not sufficient for extending the range of situation
awareness. One attempt to facilitate the aforementioned issue
is provided by Moroi and Takami [10], who propose using V2I
communication, i.e., making use of Roadside Units (RSUs)
installed along the road. However, the limited range provided
by the V2I communication still lacks to comply with the
requirements for vehicular applications that tackle multiple
domains, e.g., distributed to different countries [18]. However,
in such an approach, information about arriving EmV is only
shared with the vehicles in close proximity to EmV, i.e., not
in a larger region to increase awareness about EmV, which
provides drivers with enough time to change their maneuver.

The efforts to extend the range of notifications by utilizing
cellular technologies are presented by Shah et al. [18], where
the use of 5G systems and MEC to support vehicular use cases
is presented, thereby decreasing the delay in communication
by deploying vehicular applications at the network edge. The
involvement of cellular technologies to extend awareness on
the roads comes as a solution to the limitations imposed by
Dedicated Short Range Communication (DSRC) based on
IEEE 802.11p technology [22]. In particular, the DSRC is
seen as not capable to overcome the challenging conditions on
the highways (e.g., high user mobility, high density of users)
because of the short-range coverage, inefficient congestion
control, and insufficient reliability [18,22]. On the other hand,
cellular technologies are characterized by a larger coverage
range, high network capacity, and technological maturity [22].
Despite the aforementioned benefits, the centralized control
in cellular networks causes additional delay against the strict
delay requirements of safety vehicular applications [22,23].
Thus, it is extremely important to carefully design the vehic-
ular system and to consider what technologies are suitable for
a specific use case.

In the research [24,25], 5G New Radio (5G NR) is recog-
nized as an enabler of ultra-low latency and high reliability
of network services. In particular, 5G NR supports a Uu
interface in LTE and 5G, which is used for the transmission
and reception of V2X messages over cellular infrastructure
[25]. However, Wang et al. [26] point out that the use of
the Uu interface is not always sufficient for the requirements
of the V2X services, and they emphasize the importance of
bringing those services closer to the users, i.e., at the network
edge. Therefore, in our previous work [12], we studied the
benefits of using 5G and MEC as a solution for supporting
BSA in V2X scenarios, with the focus on the algorithm that
estimates the time of arrival of an EmV, which is further
disseminated to civilian vehicles along the road with a long-
range distance. In this paper, we present the innovative edge-
aware MEC application service that is developed for enhancing
back situation awareness on the highways, relying on the 5G
technology to provide connectivity to vehicles, thereby going
beyond existing approaches that are short-range-based. Fur-
thermore, we present the operational aspects of such service
in a multi-domain deployment, thus, enabling the extended
awareness about the EmV along the road that spans several
edge domains.
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III. BSA APPLICATION - SYSTEM DESIGN AND
ARCHITECTURE

In this section, we provide an overview of all service
components that BSA application comprises and discuss the
design principles as well as the functional architecture of
the application. This is, to the best of our knowledge, the
first attempt to fully design and develop a micro-service
based MEC application, and a system around it, for a V2X
use case addressing emergency situations on the roads, and
later in Section IV to evaluate its performance in a realistic
environment. Here we also detail the management aspects
and operational feasibility of the BSA application service,
stretching over multiple domains while being orchestrated by
an optimized MEC orchestration system.

A. BSA Application Overview
Fig. 2 shows the system overview of the BSA application in

the context of the standardized ETSI MEC system architecture
[27], and also depicts it in the context of the use case

illustrated in Fig. 1. It should be noted that Fig. 2 only shows
functional elements and reference points that are relevant to
the BSA system in order to reduce the complexity and improve
readability.

The proposed BSA application, shown in Fig. 2, comprises
of the following key components that are realized as indepen-
dent and loosely coupled microservices:

1) ETA Algorithm: - This component is at the core of the
BSA application, embodying the logic of assigning GPS
Waypoints (WPs) on the EmV’s route-path, and then
computing ETA values from the speed, location, and
direction information of the EmV encoded in the C-ITS
CAM notifications [2] received periodically from the
EmV with reference to these WPs. Such a mechanism
of proactive notifications allows the drivers to deduce
the maneuver recommendations. The ETA analytical
model is further explained in Section IV-B1, while the
detailed logic, including the analytical model and the
performance evaluation of the ETA algorithm compared
against the state-of-the-art approaches, have been de-
scribed and analyzed in our previous work [12] in terms
of the error in the estimation of ETA values.

2) C-ITS Protocol Service: This is proposed to be a
microservice for decoding and parsing received C-ITS
awareness and notification messages (CAM/DENM), as
a part of the overall BSA application. The decoded
information is relevant for the ETA algorithm to de-
rive and encode ETA values, thereby preparing them
in the DENM format for notifying the vehicles. This
corresponds to the C-ITS protocol stack2 and the de-
coding/encoding helper function entities in Fig. 3, which
will be explained in III-B.

3) Map Service: This is proposed to be a microservice
that can be consumed by the ETA algorithm for getting
geospatial information about the road where EmV is
traveling, which is determined based on its current
location and the destination. Knowing such route-path
information/plan, ETA algorithm can specify WPs along
the route-path, and also get more information on the type
of road the EmV is traveling on (e.g., highways).

4) Database (DB) service: This is proposed to be stor-
age where the meta-data/state-information of the EmV
decoded/parsed by the C-ITS protocol service from the
periodically received CAMs are stored, which are then
consumed by the ETA algorithm for calculating ETA
values, and optionally maneuver recommendations. This
corresponds to the State DB entity in Fig. 2.

5) Dissemination Service: This microservice is used for
disseminating the EmV’s ETA information to the ve-
hicles within the relevant dissemination areas. The re-
gion of the route path between two successive WPs
characterizes a dissemination area. The overall BSA
application encodes the ETA values, calculated by ETA
algorithm, in a C-ITS DENM [3], which is then geo-
casted in the respective dissemination area with the help
of the dissemination service. For example, as depicted
in Fig. 2, ETA-0, ETA-1, and ETA-2, are geocasted
in Dissemination Area 1, Dissemination Area 2, and
Dissemination Area 3, respectively. All the vehicles that
are on the route path of the EmV and going in the
same direction of the EmV will process the DENM
received from the dissemination service, to extract the
ETA value to be displayed on the control panel (e.g.,
human-machine interface) of a vehicle.

2Vanetza: an open-source implementation of the ETSI C-ITS protocol suite:
https://www.vanetza.org/

https://www.vanetza.org/
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The above functional elements comprising the BSA appli-
cation service are hosted in a MEC host as MEC application.
The other functional elements shown in Fig. 2 are specified in
the ETSI GS MEC 003 v2.1.1 standard [27] and are used for
the management and orchestration of the BSA related MEC
applications and MEC services as defined above. It should be
noted that other external entities, for example, EMA is able to
access the BSA system via the Customer Facing Service (CFS)
interface. The whole communication chain is done using the
5G mobile network infrastructure, the details of which are out
of the scope of this paper.

B. Design Principles and Architecture
Since 5G networks and beyond are planned to be entirely

software-driven, the need for a Cloud-Native architecture and
design becomes a defacto choice for Communication Service
Providers (CSPs). This approach allows CSPs to deploy ser-
vices rapidly and flexibly, with reduced Capital Expenditure
(CapEx) and Operating Expenditure (OpEx) through network
automation. Hence, the MEC systems and MEC applications
also need to follow the same principles, since resources are
even more limited at the MEC systems and applications are
expected to have a high level of flexibility and response
time with minimum possible resource requirements. Thus,
container-based applications become first-class citizens for
MEC platforms. Given the stringent requirements for latency
bounds and uplink bandwidth for V2X applications [28],
they need to run at the 5G network edge but to be eligible
for such placement, their design needs to adopt the same
principles as for any MEC application. Such design requires
complete flexibility, with the logic being decoupled into vari-
ous microservices (as described for BSA application in Section
III-A), which are loosely coupled via internal interfaces. Their
external interfaces are being exposed towards i) end users,
i.e., vehicles, so that they can connect to the application
service and send their real-time messages, ii) dissemination
services, which will be used for message dissemination to-
wards vehicles, iii) orchestration entities that orchestrate MEC
applications, and dynamically receive notifications from such
applications to improve their life-cycle management and iv)
peering application instances deployed in other edge domains,
which are used for exchanging application metadata. In this
section, we describe how the loose coupling of microservices
that are detailed in Section III-A is achieved for the BSA
application.

In Fig. 3, the detailed overview of the functional archi-
tecture of the BSA service is depicted, showing the internal
interfaces between the various functional components of the
BSA service, as well as the interfaces for interfacing with
external services/functions. As depicted in Fig. 2, some of the
functional elements and references apply also to the Mp1 ref-
erence, to consume shared value-added MEC services, such as
Map Service. These internal interfaces and external interfaces
are depicted with arrow lines, where the direction of the arrow
indicates the message producer/consumer relationship. That is
the functional element from where the arrow line originates is
the message producer and the functional element where the
arrow line terminates is the message consumer. Functional
elements linked by double arrow lines are both producer and
consumer. Based on this, the following internal interfaces are
specified:

• Interface R0 – on this interface the ETA algorithm can
interface with a map service for determining the route-
path information of the EmV and for related information.
This interface will rely on the API exposed by the map
service provider.

• Interface R1 – on this interface the Decoding Function
of the C-ITS Protocol Stack sends the decoded event
notification message (e.g., ETSI C-ITS CAM) received
from the EmV towards the ETA Algorithm block.

• Interface R2.1 – on this interface the ETA Algorithm
block sends the ETA value to the Encoding Function of
the C-ITS Protocol Stack, for encoding it in the event
warning notification message (e.g., ETSI C-ITS DENM).

• Interface R2.2 – on this interface the ETA Algorithm
block sends the dissemination area towards the Message
Producer, specifying the area where the event warning
notification message encoded with the ETA (and received
via R3) is supposed to be disseminated.

• Interface R2.3 – on this interface, the ETA Algorithm
block sends the EmV state/meta information towards the
State DB.

• Interface R3 – on this interface the encoding function
sends out the event warning notification message with
encoded ETA values to the Message Producer for dis-
semination to vehicles.

• Interface R4 – via this interface, the message producer in-
terfaces with the external Message Dissemination Service
block (see Fig. 3).

• Interface R5 – via this interface, the State DB is able
to exchange state/meta information with peering BSA
application service in another host/domain.

Furthermore, the external interfaces are also specified as
follows:

• C-ITS protocol Interface (Iits) – via this interface, the
BSA application service receives the event notification
messages from the EmV.

• Dissemination Service Interface (Ids) – via this interface,
the Message producer is able to communicate with the
external Message Dissemination Service.

• Orchestration Interface (Iorch) – via this interface, the
orchestration system is able to perform the lifecycle
management of the BSA service instance.

• State DB Interface (Idb) – via this interface, the BSA ap-
plication service instances in different domains exchange
state/meta information with each other over the public
network infrastructure.

C. Multi-domain/cross-border operation of the BSA service

In this section, we discuss the orchestration and operation
aspects of the BSA service in the multi-domain cross-border
scenario. The representation of the BSA application running
in a distributed multi-domain environment is shown in Fig. 1,
while Fig. 2 depicts the high-level architecture of the MEC
orchestration system in each of these domains, and the BSA
application running on top of it. The BSA application is a
type of MEC application that is designed to address a V2X
use case stretching over a long corridor on the highway, and
as such, it requires proper management and orchestration to
achieve a smooth cross-domain operation. Thus, in Fig. 4, we
provide an overview of multi-domain operations of the BSA
application, which are executed in the following three phases:
i) Phase 1 is in charge of application deployment in the source
domain from which the selected EmV starts its journey, ii)
Phase 2 continues with the dynamic deployment of peering
application instances in the other domains that are affected
by EmV’s route towards the destination, and shows the cross-
domain collaboration between application instances, and iii)
Phase 3 proceeds with the termination of application instances
that are not used by the EmV anymore, thereby releasing MEC
resources for other types of services.
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Fig. 4: Overview of multi-domain operations of the federated multi-domain BSA service; Yellow boxes imply the operations that are
contributors to the KPIs we measured (e.g., upstream CAM traffic affected by communication latency, BSA application instance producing

computational latency and CPU/RAM load, and state updates over network effected by state update delay).

a) Phase 1: Application deployment in the source do-
main: Prior to addressing the emergency situation on the road,
the BSA application needs to be on-boarded and instantiated
on the MEC platform, with the help of the orchestration
system. As described in Section III-A, MEC applications such
as BSA application, are instantiated upon the trigger received
from the authorized customers/clients, for instance, public
safety authorities (e.g., emergency management entity) via
the customer interface (step 1, Fig. 4). Once the request is
received by the MEC orchestration system, it proceeds with
the application deployment (steps 2-5). In a multi-domain
scenario (i.e., an inter-edge or inter-Mobile Network Operator
(MNO)), the application service needs to be instantiated in
multiple MEC hosts, and operated by different MNOs. In such
a scenario, the application package needs to be on-boarded in
all peering domains (i.e., all edge domains along the route path
of the EmV) prior to application instantiation. This way, the
proactive deployment of peering instances is facilitated, but
it still requires certain agreements between orchestration enti-
ties in different domains to provide coordinated management
and orchestration of BSA application service running in all
domains simultaneously (steps 2-4, Fig. 4). Furthermore, as a
part of Phase 1 in domain 1, the instantiation further proceeds
with a target MEC system selection, in which the orchestration
entities make optimal edge-aware decisions on resource selec-
tion and application placement, thereby taking into account: i)
the real-time availability of computing resources in all MEC
hosts within one edge domain, ii) geographical location of
the MEC hosts, which is essential for the vehicular use cases
with highly mobile users that need services to be deployed at
geographically suitable MEC systems, and iii) the availability
of network resources. Thus, to finalize Phase 1 in domain 1,
BSA application is instantiated, and EmV is connecting to it
(steps 5-8, Fig. 4). In particular, Fig. 4 hides the complexity
of the MEC orchestration system, but Fig. 2 shows that it
comprises as key elements an Edge Orchestration component,
i.e., MEC Application Orchestrator (MEAO), and an Edge
Platform Controller [29]. More details on the orchestration
elements and operations are described in our work that studied
collaborative orchestration for V2X services [30], explaining
that the Edge Platform Controller extends the open-source

container orchestration platform Kubernetes3 to perform MEC
Platform Management as well as connectivity control, based
on an extension to the Container Networking Interface (CNI).
This CNI extension supports Fast Data Input Output (FDIO)
operations on additional and customized data plane interfaces
for Kubernetes PODs4. Thus, the Edge Platform Controller
enforces the tasks such as Life-Cycle Management (LCM) of
the MEC applications. In the view of the BSA application,
the additional interfaces are used for low-latency operations to
receive C-ITS CAMs from an EmV (Upstream CAM traffic in
Phase 1, Fig. 4), and to disseminate C-ITS DENMs to other
vehicles, as described in Section III-B.

b) Phase 2: Dynamic deployment and runtime of peering
application instances: The instantiation can be performed
simultaneously on multiple edges in a coordinated manner
between platform orchestrators, but it can be also proactively
started on some specific edges in order to decrease latency in
orchestration operation execution. The orchestration entities
constantly monitor the deployed edge applications and allow
these application instances to send notifications to orchestra-
tors, as well as triggers for certain orchestration operations.
This feature is significantly important for the orchestration
platform as applications are edge-aware, and the platform can
remain application-agnostic, allowing applications themselves
to send application-specific triggers and start e.g., proactive
BSA application deployment in the target domain, even before
the EmV reconnects from the first MNO’s network to the
second. Thus, in Phase 2 depicted in Fig. 4, the peering
BSA application is instantiated in domain 2, as per the
trigger received from BSA application instance in domain
1 (steps 9-13, Fig. 4). Both application instances are edge-
aware, i.e., aware of the environment where they run, and
of the applications from other domains to which they need
to connect. To exchange the real-time state updates about
the EmV, there is a data-plane connection between peering
instances, and to whichever instance the EmV is connected,
it informs its peering instance about the EmV’s current state
(location, speed, destination), as shown in steps 14-15 in Phase
2 of Fig. 4.

3Kubernetes Project Portal: https://kubernetes.io/
4Kubernetes POD is the smallest deployable unit of computing that can be

created and managed in Kubernetes.

https://kubernetes.io/
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TABLE I: System characteristics of the testbed machines.

System information
Architecture x86 64

CPU op-mode(s) 32-bit, 64-bit
CPU (s) 16

CPU (MHz) 1280.815
Memory 32GB

Processor Intel(R) Xeon(R)
CPU E5-2620 v4 @ 2.10GHz

Storage
C610/X99 series chipset

sSATA Controller
[AHCI mode]

Disk 1TB Samsung SSD 860

Network I350 Gigabit
Network Connection

TABLE II: Implementation method for the BSA system.

BSA microservice Implementation method
ETA algorithm Python program based on SciPy & related libraries
C-ITS Protocol
Service Vanetza Open Source ETSI C-ITS Protocol Stack

Map Service Python program based on gpxpy library that is
processing external maps or Google maps

Database Service SQLite database

Dissemination
Service

Python program implementing AVRO message
encoder, and interacting with Kafka REST API
for disseminating DENM messages

c) Phase 3: Dynamic termination of application in-
stances: During the application runtime, the orchestration
entities make sure that application instances have a sufficient
amount of resources to perform required operations (e.g., by
performing scaling operations). Once the resources are not
needed, such as in Phase 3 in domain 1 (steps 16-17, Fig. 4),
orchestrators terminate the BSA application instance thereby
permanently releasing the allocated resources. As long as the
application instance in domain 2 is needed, i.e., while EmV
is connected to it, Phase 3 in domain 2 represents the BSA
application runtime.

IV. TESTING METHODOLOGY

In this section, we present the testing methodology for the
BSA application, thereby i) describing the realistic experi-
mental setup within the testbed environment, i.e., the Smart
Highway testbed created for the V2X research, and ii) defining
the set of metrics that reflect service performance.

A. Smart Highway testbed setup for experimental evaluation
Prior to describing the BSA system evaluation results, we

explain the implementation method. To implement the BSA
system, we chose a realistic vehicular environment where
we deployed Docker-based BSA application instances on top
of the MEC hosts that are orchestrated by Kubernetes-based
orchestration system. In addition, the ETA algorithm is running
as a python-based application within the BSA Docker con-
tainer, which apart from the ETA algorithm also embeds the
following microservices: Vanetza ITS stack (C-ITS Protocol
Service), Map Service, Database service, and Dissemination
service, as described in Section III-A. The implementation
method for each of those microservices is presented in Table
II. The whole system is implemented using the Smart Highway
testbed5, which is a test site built on top of the E313 highway,
located in Antwerp, Belgium. In this realistic testbed setup,
the MEC hosts are collocated with RSUs, i.e., the wireless
communication devices that are installed along the road to
provide connectivity to the vehicles. For instance, the map in
Fig. 5 showcases the locations of seven RSUs that are installed

5Smart Highway: https://www.uantwerpen.be/en/research-groups/idlab/
infrastructure/smart-highway/.

along the highway site, and those in red boxes are the ones
used in our experimental setup. The system characteristics of
these computing machines are listed in Table I.

As this research is conducted in the context of the 5G-
CARMEN project, which is focused on leveraging 5G ad-
vancements to deliver safer and more intelligent transportation
on the Bologna-Munich corridor, we designed our experiment
on the Smart Highway testbed, emulating the mobility of the
test vehicle using the location emulation service as if it is
moving on the highway corridor between Italy and Austria.
To create a multi-domain setup, we deployed two MEC
hosts within RSUs, representing two different domains (e.g.,
countries). Hence, the deployment of MEC orchestrated appli-
cations in different RSUs, emulates the scenario with multiple
administrative domains (e.g., two MEC systems in the vicinity
of the border between two countries). As we have designed and
developed the orchestrated MEC application for supporting
back situation awareness on the highways, the example multi-
domain scenario emulates the setup in two countries, with
the highway corridor that connects them. Concerning the
connectivity with vehicles in the Smart Highway testbed, it
can be obtained via hybrid communication modules, either
3GPP LTE or Intelligent Transportation System (ITS-G5) and
V2X. In our experimentation setup, one vehicle has been used
for both sending CAM notifications and receiving DENM
notifications, via long-range 4G. The involvement of more
vehicles on the highway that will be in different dissemination
areas is a part of our ongoing research and future work.

To emulate the movement of the EmV, we created and
utilized an external service, i.e., a location emulation service,
which generates the locations based on the Google map for the
route between the starting point of the EmV and its destination.
In our experimental evaluation, this location emulation service
is running on the onboard unit of the physical vehicle we
utilized in the Smart Highway setup (Fig. 5). Although the test
vehicle is moving in Antwerp, the location emulation service
is generating the geo-coordinates of the Italy-Austria corridor.
In different testing rounds, we configure the service to generate
CAM messages with different frequencies, i.e., 1 Hz, 5 Hz,
and 10 Hz, thereby producing 1, 5, and 10, CAM messages
per second, respectively. In all testing rounds, the speed of the
EmV is constant, and it is 108km/h (30m/s), which is in the
range of the speed limit for the European highways, and near
realistic as in scenarios that we are targeting, i.e., in-advance
clearance of the lane for an EmV, where the EmV will be able
to maneuver with a stable speed. All CAM messages carrying
real-time information on the EmV emulated location, speed,
and heading, are sent from the on-board unit on the physical
vehicle and are received by the BSA application running on
the MEC host collocated in RSU on the highway E313. By
processing this real-time information received in the CAM
message, BSA application produces notifications for different
areas on the road and disseminates them. Any vehicle located
in such areas receives the notification, if it is equipped with
communication capabilities and processing logic for parsing
DENM messages with ETA information.

In addition, to evaluate the impact of the BSA system on
the overall emergency response time, we have performed tests
and data collection while driving on the E313 highway in
Antwerp, thereby measuring the Actual Time of Arrival (ATA)
of the testing vehicle (Smart Highway testbed vehicle equipped
with sensors, GPS, and communication capabilities) on the
road stretch of up to 3.5km. The obtained values are further
studied in comparison with the presence of the BSA system,
and the impact it would have on reducing the response time
of ambulances or firetrucks.

https://www.uantwerpen.be/en/research-groups/idlab/infrastructure/smart-highway/
https://www.uantwerpen.be/en/research-groups/idlab/infrastructure/smart-highway/
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B. Key Performance Indicators
1) ETA algorithm: Here we briefly describe the ETA model

for estimating the time of arrival for EmV on different seg-
ments of the road. As presented in detail in our previous work
[12], estimating the time of arrival for different dissemination
areas is based on the EmV’s current location with reference
to each WP (i.e., WPi), and it is denoted as ETAi. The sum
of all travel times of consecutive WPs is considered to be the
total time of travel.

Predicting the travel time depends on the urban traffic en-
vironment which is highly dynamic, uncertain, stochastic, and
time-dependent. Various factors such as random fluctuations
in travel demands, weather conditions, interruptions caused
by traffic control devices, and incidents, have an impact on
travel time [14,31]. In our case, as denoted in equation (1),
the ETA (ti+1) distribution with reference from EmV’s current
position to a specific WP (WPi+1), depends on i) the ETA
(ti) of the previous WP (WPi), ii) the average speed of the
EmV (svi,vi+1(ti)), as well as iii) the distance between two
successive WPs (Li,i+1).

ti+1 = ti +
Li,i+1

svi,vi+1
(ti)

. (1)

The distance Li,i+1 is a constant parameter and it depends
on the route path that the EmV selects to reach the destination.
Therefore, the ETA varies only on the average speed of the
EmV svi,vi+1(ti) maintained between the two successive WPs
WPi+1 and WPi, and its variance. This average speed value
is obtained from the periodic real-time CAMs and historical
speed values collected during the traveling experiences on the
same route path. In particular, the Kalman filtering technique is
used to improve ETA estimation by continuously updating or

correcting the state variable, thereby creating the prediction
with real-time measurements [12]. Further details on the
filter implementation, analysis, and use, are available in our
previously published work [12], which is entirely focused on
the ETA algorithm and its performance.

In addition, this ETA algorithm is able to dynamically adjust
the dissemination area sizes considering the relation between
acceptable ETA estimation error or threshold (emax(ti+1)), the
speed of the EmV (v(ti)), and the index (n(ti+1)), equation
(2) [12].

Lmaxi+1 <= emax(ti+1)
v(ti)

n(ti+1)
. (2)

The index n reflects the traffic conditions, weather condi-
tions, time of the day/year, and other parameters that may
impact the speed of the EmV. To forecast it for the upcoming
time ti+1, we use ATA ATAi, speed of the vehicle v(ti),
and the distance di, obtained at the time ti, as represented in
equation (3).

n(ti+1) = ATAi
v(ti)

di
. (3)

In this situation, the dynamically changing index n from
every newly received CAM is used to dynamically resize the
dissemination areas sizes L(ti+1), so that the estimation error
caused by this size stays under a defined threshold (emaxi+1 )
[12].

The use of different filtering techniques, their error behavior,
threshold values for emergency situations, the relation and de-
pendency between estimation error (e(ti)), dissemination area
size (L(ti)), speed of the EmV (v(ti)) and index (n(ti)) are
modeled, analyzed, and evaluated in our previous work [12].
In addition to this, in [12] we have performed a comparative
analysis of accuracy and run-time computational complexity of
different filtering techniques, such as Simple moving average,
Exponential moving average, and Filter-less method, compared
to the Kalman filtering technique. Given the results that we
obtained [12], the Kalman filtering technique proved to be
superior in comparison with the other studied approaches,
and as such, it has been selected for deployment within the
ETA algorithm, and embedded in the BSA application service.
Thus, as already said, the performance evaluation of the ETA
algorithm itself is out of the scope of this paper, in which we
rather focus on the performance of the overall BSA application
service and its impact on the emergency response time.

2) BSA Service Performance: The main goal of deploying
BSA application service on top of the orchestrated MEC
systems is improving the safety, and efficiency of responding
to emergency situations on the highways, thereby decreasing
the overall emergency response time. Hence, in the following
section, we present the impact of the emergency scale on
the MEC system resources and service response time. In
Fig. 6, we visualize the delay contributing factors to the
overall emergency response time, as follows: i) processing of
emergency event by an external EMA (contributor 1 in Fig.
6), ii) application instantiation on top of the orchestrated MEC
system (contributor 2), iii) MEC application runtime while
EmV is traveling (contributor 3), and iv) the total travel time
of EmV from its starting point to the place of emergency event
(contributor 4).

As described in Section III-C, in such BSA system, the
trigger for instantiating a BSA application that will support
an emergency event by generating event-specific notifications
for all affected civilian vehicles on the road, comes from some
external EMA. The processing of this request solely depends
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on this external EMA, and measuring its contribution to the
overall response time is out of scope of our work.

Furthermore, once EMA generates a request for the BSA
application, it sends the request to the corresponding orches-
tration system on the MEC. When the orchestration platform
receives this request, the orchestrators proceed with a decision-
making process to select the corresponding MEC system for
hosting BSA application service. The selection of MEC system
is described in Section III-C, and after the decision is made
by orchestrators, the Edge Platform controller [30] applies
this decision, and deploys the BSA service application on the
selected MEC system.

The BSA application runtime consists of several microser-
vices, whose processes are highly relevant for the overall ser-
vice performance. As we illustrate in Fig. 6, during the MEC
application runtime, there are three distinct delay-incurring
processes that are executed simultaneously:

• Reception of upstream CAMs that are sent by an EmV to
the BSA application running on the MEC, i.e., TCAMrx

in Fig. 7. This process contributes towards the communi-
cation latency.

• Computation overhead involving the decoding of the peri-
odically received CAMs in terms of speed/location/route
of the EmV (i.e., Tdecode in Fig. 7), for deriving ETA
values for respective dissemination area (i.e., Tcomp in
Fig. 7). The derived ETA values are encoded inside the
DENMs (i.e., Tencode in Fig. 7), which are generated for
the respective dissemination areas to notify the civilian
vehicles, and to prepare the required format6 for the
message dissemination service on the MEC system. All
this accounts for the computational delay. Fig. 7 clearly
depicts how each of these processes contributes to the
overall computational delay.

• Dissemination of downstream DENM from the message
dissemination services to all civilian vehicles in different
dissemination areas on the road, i.e., TDENMtx in Fig.
7. This process adds to communication latency.

Let us study the BSA system and its KPIs in a greater detail.
If we consider all MEC hosts where BSA application service
can be deployed as an undirected graph consisting of m
edge nodes, i.e., V = {z1, z2, ..., zm}, where i-th MEC host
belongs to {1, 2, ...,m}, then Tcommi is the communication
latency for i-th MEC node that is hosting the BSA application
for the j-th EmV (j ∈ {1, 2, ..., v}). Concerning the overall
communication latency, described as Tcommi

in equation (4), it
refers to the uplink and downlink latency for BSA application
service, i.e., the time needed for CAMs to be sent from an
EmV to the BSA application running on the MEC system, and
the duration of dissemination of DENMs from BSA service
to the civilian vehicles, respectively. The communication la-
tency usually consists of the transmission and the propagation
latency [30,32], which are described further in (4), as Tti and

6Apache Avro: https://avro.apache.org/docs/current/spec.html
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Tpi , respectively. In particular, if xi denotes the amount of
data to be processed by the selected MEC deployment (i.e.,
the data carried by a CAM message), and Bij the available
bandwidth on the link between the i-th MEC host and the
j-th EmV, then the transmission latency defined as Ttij is
the time needed for processing the xi amount of data on
the transmitter side (vehicle). In addition, the propagation
latency Tpij depends on the length of the link between the
vehicle and the selected MEC deployment lij and the overall
propagation speed over the wireless link. The parameters β and
γ are defined as weighting factors that balance the networking
characteristics [30,32], determining the variability of available
bandwidth, in case of transmission delay (β), as well as the
index of refraction in the medium different than a vacuum in
case of propagation delay (γ). For the sake of simplicity, we
can consider transmission delay stable, by using β = 1. On
the other hand, as the signals between vehicle and MEC hosts
propagate over the wireless network, γ could be also taken as
1.

Tcommi
= Ttij + Tpij= TCAMrxi

+ TDENMtxi

Ttij= β · xi
Bij

Tpij= γ · lij
s

(4)

On the other hand, for the computational latency illustrated in
Fig. 7 and described as Tcompi in equation (7), ETA calculation
is performed in all domains affected by an emergency situation
(e.g., domain 1 and domain 2), where respective BSA service
instances calculate ETA for all dissemination areas in the do-
main (i.e., N, and M dissemination areas, in domain 1, and 2,
respectively). It is important to notice that latency imposed by
ETA calculation depends on the number of dissemination areas
because BSA application performs calculation simultaneously
for all areas in a particular domain.

To further study this type of latency, a MEC system is
considered as a model where CAM messages are arriving as
an M |M |k queue model [33], in which the occupation of the
processor on the MEC host can be defined as ρ in (5), whereas
fCAM is a CAM message arrival rate, k is the number of
processors assigned to the BSA application service, and 1

µ is
the average time to process a single CAM message.

ρ =
fCAM
k · µ

(5)

https://avro.apache.org/docs/current/spec.html
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Pw =
(k · ρ)k

k!
·

(
(1− ρ) ·

k−1∑
n=0

(k · ρ)n

n!
+

(k · ρ)k

k!

)−1

(6)

According to [33], the probability that a certain task needs to
wait to be processed is described as Pw in (6), which further
contributes to the definition of the computational latency in
(7), consisting of the wait time and service time.

Tcompi = Twi + Tsi =Pwi · (1− ρi)−1 · (ki · ρi)−1 +
1

µi
(7)

Tcompi = Tdecodei + Tetai + Tencodei (8)

Given the insights from their study on CAM messages, Breu et
al. [34] and Hoang et al. [35] consider the CAM rate/frequency
a crucial input for the development of a series of vehicular
network products, as it defines the rate of receiving updates
on the position/speed/heading, thereby highly affecting the
situational awareness of vehicles. Also, Lonc and Cincilla
[36] and Kloiber et al. [37] confirm that the CAM frequency
is an adjustable parameter that could take values from the
range of 1 to 10 Hz, depending on the type of the C-ITS
application. Thus, to study the impact that the frequency of
the upstream CAMs has on the BSA service performance,
we consider three different frequencies in our experimental
setup (fCAM ), i.e., 1 Hz, 5 Hz, and 10 Hz. Higher fre-
quency provides a more granular input (i.e., updating speed
and location 10 times per second) for the ETA calculation,
thereby increasing the accuracy of ETA estimation. However,
such high CAM frequency might burden the service with an
increased number of requests, which ultimately affects the
system resource consumption. Thus, we define a constraint
in (9), as the overall computational latency is bounded by
the time needed for processing one single CAM message.
In particular, if CAM frequency fCAM is 10 Hz, the BSA
application service has a 100 ms time frame to perform all
operations (i.e., decoding, ETA calculation, encoding, and
message preparation for dissemination), i.e., Tcomp ≤ 100ms.
At the same time, a frequency of 1 Hz grants the application
more time for computation before the next updated CAM
arrives (Tcomp ≤ 1s). However, for some other services, such
as autonomous driving ones, CAM frequency of 1 Hz might
be too low, and impact the granularity of computation updates
performed by the service (e.g., low ETA update granularity).

Tcompi ≤
1

fCAM
(9)

Another important metric is the state update delay Tsud defined
in (10), which is specific for multi-domain deployments where
multiple peering BSA application services are running on
different MEC hosts, while addressing the same emergency
situation in a distributed way. This metric is equivalent to
communication latency described in (4), which now depends
on the amount of metadata to be sent over the network
xmeta, bandwidth on the link between two application services
Bm1m2

, and its length lm1m2
. The xmeta is approximately 150

B (data exchanged between two BSA instances running on two
edges, informing each other about the location/speed/heading
of the vehicle). Concerning propagation delay, it is negligible
in this case as the distance between adjacent MEC hosts is
approximately 1 km, and since the hosts are connected via
fiber, the propagation latency results in 5 µs.

Tsud = β · xmeta
Bm1m2

+ γ · lm1m2

s
(10)

Moreover, our BSA application service is capable of serving
multiple EmVs at the same time, with the opportunity to
send EmV-specific notifications to all civilian vehicles in
dissemination areas (the amount of data to be processed xi
increases). Thus, we also study the impact of a number of
vehicles that consume BSA service simultaneously.

Finally, we introduce a metric called panic indicator to
depict how our BSA application service can potentially help
civilian vehicles to clear the lane for the EmV in a calm
manner, thereby increasing road safety. In Fig. 8, we showcase
how a panic indicator can be calculated for each dissemination
area. In particular, for each GPS point on the road, the
EmV sends an update on its speed/location/route via upstream
CAMs, and based on that updated information, BSA applica-
tion recalculates ETA for all dissemination areas. We compare
the calculated ETA values for two successive updates from
EmV on the road (e.g., GPS points will be more scarce with
the lower frequency of the upstream CAMs), and the difference
between them is then compared with the threshold 2 (Fig. 8).
This threshold determines whether the difference between two
successive ETA values can cause panic, such as an ETA of 20s
dropping to 2s in the very next update. However, comparing
two successive ETA values is not sufficient, because the
difference of 18s from the previous case will not affect the
driver in the same way if the current ETA is e.g., 10 minutes.
In this case, the driver will most probably not even notice the
difference between 10 minutes received in the previous update,
and 9 minutes and 42s in the next update. Thus, the current
value of ETA is important to consider as well (i.e., threshold
1 in Fig. 8), as it indicates whether EmV is approaching in a
short time frame or not. In case the ETA variation from one
update to another is higher than threshold 2, and the current
ETA value is lower than threshold 1, the panic indicator will
be turned on. This indicator is a Boolean data type, and if the
previously defined criteria are not met, the indicator is equal
to zero. It is important to note that thresholds 1 and 2 are
subjective, as they depend on the drivers’ perception, but in
this paper, we provide the notion of how it can be preempted
by MEC applications that assist vehicles on the road, in order
to improve the efficiency of reaction of civilian vehicles to the
arrival of an EmV.

In order to test the statistical significance of our results,
presented in the following section, we apply the Kruskal
Wallis test [38], a commonly used non-parametric test for
two or more samples that do not necessarily follow a normal
distribution. This test reflects whether the mean ranks between
two or more measurement groups are statistically significant
(i.e., pvalue lower than 0.05) or not.

C. Limitations of the testing methodology
The whole MEC-based system for supporting emergency

situations on the highways, which we built and presented in
this paper, reflects on a real-life setup within highway envi-
ronments. It is connecting different pieces of the MEC system,
such as orchestration elements, containerized edge application
deployments, and vehicles as consumers and producers of
data/messages. Due to the complexity and diversity of the
whole system, such implementation in real-life systems is quite
challenging but very promising and valuable given the ever-
increasing interest in 5G edge applications for diverse verticals
[39]. Nevertheless, there are some limitations in the testing
methodology that need to be further worked on, such as the
lack of 5G deployment, the lack of more prototype/testbed
vehicles that will be used for testing the message reception,
and the static routes for EmV movement.

The lack of 5G impacts the results on the communication
latency, but it is not limiting the overall evaluation of the
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BSA impact, as the improvements brought by 5G over 4G
can be anticipated based on the related studies [40]. The lack
of multiple vehicles is mildly affecting the overall feasibility
of the system, as the BSA application service is designed
for multiple receiving vehicles (no limit on the number of
vehicles). However, the performance of application service in
terms of timely dissemination of DENM messages is tested
in our approach as the same vehicle is used for both sending
upstream CAM and receiving downstream DENM messages.
In addition, the feasibility of the whole BSA system for
multiple vehicles has been proven successful when tested in
the 5G-CARMEN pilot sites with multiple prototype vehicles,
as described in one of the final project deliverables [41].
Finally, the use of static routes in the Python program of
the ETA algorithm (.gpx format) can be easily replaced by
more advanced real-time services such as Google Maps API,
which would update the route based on the current traffic
circumstances. Such an approach would further improve the
success of the BSA operation, but it does not add any addi-
tional complexity that has not been envisioned in the proposed
system.

V. RESULTS AND DISCUSSION

A. Computational and communication latency
As described in Section IV-B, BSA application service can

receive CAMs from EmVs with different frequencies, and ac-
cordingly, in Fig. 9 we show the average computational latency
of BSA application service, with reference to a single EmV,
depending on the number of EmVs that are simultaneously
served, and the upstream CAM frequency. In particular, Fig.
9a depicts the average computational latency with reference to
single EmV, and although there is a slight increase in average
latency with the increase of upstream CAM frequency and a
number of vehicles, a more visible difference between cases
can be seen in Figures 9b and 9c that show the Cumulative
Distribution Function (CDF) of latency with reference to single
EmV, in case there is one EmV, and ten EmVs (i.e., large scale
emergency), respectively.

From the results presented in Figures 9b and 9c, we can see
that computational latency increases with an increase in CAM
frequency, as well as in case of an increased number of EmVs
being served by a single BSA application. In Fig. 9b, there is
an evident increase in latency, as all values are below 125 ms,
138 ms, and 148 ms, for 1 Hz, 5 Hz, and 10 Hz, respectively.
The same behavior is observed for 10 EmVs going in the
same direction, however, due to the increased processing from
the BSA application, there will be an increase in the overall
computational latency for the case of 10 EmVs heading to
the same destination (Fig. 9c), where all values of latency are
lower than 175 ms, 185 ms, 275 ms, for 1 Hz, 5 Hz, and
10 Hz, respectively. In particular, for the frequency of 10 Hz,
the computational latency is always below 150 ms in case there
is only one EmV (Fig. 9b). In the same case, the probability
drops to 0.65 if the BSA service is serving 10 EmVs simul-
taneously (Fig. 9c), meaning that there is even a 35% chance
that computational latency is above 150 ms, which leads to
the insufficient time frame for processing CAM message and
informing civilian vehicles about the update in ETA. Thus, for
10 Hz, the time frame of 100 ms (equation (9)) is not sufficient
for the service to perform all operations illustrated in Fig. 6
until the next message with update speed/location is received.
Applying the Kruskal Wallis test on the collected results for
different CAM frequencies results in pvalue = 0.0024, which
is lower than 0.05, thus showing the statistical significance
of the difference between the computational delay in these
three samples. Similarly, comparing samples across different

numbers of EmVs, the result is pvalue = 0.00026 for the
frequency of 1 Hz, with negligibly small pvalues for the other
two frequencies.

If we now take a look at the average computational latency
per specific BSA operation (Fig. 10), it can be seen that in
all cases less than 20% of the overall computational delay is
incurred by the algorithm that evaluates ETA for all dissem-
ination areas, based on the latest data on the speed/latency.
Thus, knowing that other processes such as encoding/decoding
of C-ITS messages (e.g., CAMs and DENMs), and preparing
messages in a required format for dissemination, take most
of the time, it is important to ensure enough resources for
these processes to run properly. Therefore, for the MEC
application such as BSA, it is better to deploy all services in
separate containers, which can be further separately scaled by
orchestration entities, thus, potentially saving more computing
resources than in the case of scaling the whole single container
BSA application.

The frequency of sending upstream CAM messages from
an EmV to the BSA application substantially hinders the
time given to the application to perform computation, i.e.,
i) to decode the received CAM message and resolve EmV’s
speed/location, ii) to calculate ETA for all dissemination
areas, and iii) to prepare DENM messages for dissemination,
following a requested message format. In the case of 1 Hz, the
time frame for computation is 1s, which is sufficient, according
to the results presented in Fig. 9. However, if the frequency is
10 Hz, 100 ms seems not to be enough for BSA to perform all
operations. To address this issue, BSA application can adjust
the reception of upstream CAM messages from an EmV, by
filtering out a certain number of messages sent within a 1s
time frame, but taking care of its impact on the accuracy
of ETA calculation at the same time. This way, although not
configuring the CAM generation frequency at the vehicle side,
the application itself should dynamically adjust the upstream
frequency so it can adequately and timely respond to each new
message.

Tackling the multi-domain deployment of BSA applica-
tion service, which is described in Section III-C, once the
peering BSA application instance is deployed in the second
domain (e.g., first application instance in Italy, and second in
Austria), the source application instance needs to proactively
inform its peering application instance about the changes in
speed/location of the EmV. This way, even while not receiving
CAMs directly from the EmV yet, the peering application
instance can derive the ETA values for the dissemination areas
under its control. Thus, we measured the average state update
latency for two application instances running on two different
MEC systems, as presented in Fig. 11c. This metric needs to be
taken into account while performing the BSA operations in the
peering application instance because the actual speed/latency
from the EmV are derived from the CAM before the time
indicated by state update latency. Thus, neglecting the state
update duration might affect the accuracy of calculating the
ETA values for dissemination areas. Let us consider the case
when CAM frequency is 10 Hz and there are 10 EmVs
simultaneously using BSA application service. As it can be
seen in Fig. 11c, the average state update latency is 31.4 ms,
which means that less than 70 ms is left for BSA application to
calculate ETAs and prepare messages for vehicles in different
areas. Considering the average computational latency shown
in Fig. 9a, 70 ms is not sufficient even for the cases of lowest
CAM frequency and only one EmV in the system. Therefore, it
is essential for such application services to constantly monitor
all performance parameters, and thus, generate application-
specific alarms for orchestration entities to allocate more re-
sources or migrate applications from one edge to another. The
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Fig. 9: The overall computational latency with reference to single EmV.
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Fig. 10: The overall computational latency per process.
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Fig. 11: The resource consumption and state update latency.

statistical test also supports the previously presented result,
showing that the state update latency significantly changes
with the CAM frequency (pvalue = 2.2845e−05), and with an
increasing number of EmVs (pvalue = 0.00031 for the CAM
frequency of 1 Hz).

Therefore, for the two peering BSA application service
instances running on two MEC platforms, the state update
latency needs to be minimized in order to keep the application
instance 2 (which is still not receiving CAM messages directly
from EmV) updated on the EmV’s speed/location. Although
low (Fig. 11c), the state update duration might affect the ac-
curacy of calculating the ETA values for dissemination areas,
it needs to be accounted for in ETA algorithm. Concerning
the communication latency described in Section IV-B, i.e.,
uplink and downlink latency for CAM reception, and DENM
dissemination, respectively, we have collected measurements
within the same experimental setup described in Section IV-A.
In particular, the vehicle used in our experimental setup has

been used for both: i) sending CAMs to the BSA application
service, and ii) receiving DENMs from the BSA application
service. The client application deployed on the computing
engine in the Onboard Unit (OBU) of the vehicle is connected
to the BSA application services via long-range 4G. Within 10
series of measurements, the results that we obtained indicate
an average uplink latency of 28.84ms, with a standard devia-
tion of 18.64 ms, an average downlink latency of 18.63 ms,
and a standard deviation of 6.39 ms.

Measuring uplink latency for the reception of CAM mes-
sages is important for V2X services, as it indicates the time
from the moment when the important data is generated on
the vehicle side, to the moment when this data is processed
by V2X service on the MEC platforms. For information such
as the current location of a vehicle, the longer uplink latency
can significantly affect the efficiency of the V2X service. For
example, if a vehicle is driving at the speed of 100 km/h,
the uplink latency of 50 ms will affect the quality of data,
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TABLE III: Result analysis of reducing the overall emergency response time.

Statistical analysis of the difference between (BSA system/BSA system with 30% speed variation)
and measured ATA valuesDrive Length (m) Average (s) St. deviation (s) 95th percentile (s) 50th percentile (s) Max (s) p-value

1 3501.79 (51.47, 50.38) (26.68, 25.98) (94.56, 92.51) (51.53, 50.44) (103.39, 101.29) (2.86e-18, 1.44e-17)
2 3413.71 (65.75, 64.78) (30.35, 29.67) (107.28, 105.04) (70.98, 70.25) (112.95, 110.61) (6.4e-28, 3.75e-27)
3 56.07 (3.53, 3.48) (1.95, 1.95) (6.05, 6.01) (3.49, 3.44) (6.34, 6.29) (0.0033, 0.0033)
4 3451.92 (48.55, 47.26) (25.22, 24.51) (88.44, 86.17) (49.88, 48.62) (96.86, 94.57) (5.31e-17, 3.45e-16)
5 3064.35 (38.45, 37.47) (21.22, 20.75) (73.23, 71.56) (36.7, 35.58) (77.45, 75.71) (5.24e-13, 1.91e-12)
6 3305.86 (39.76, 38.79) (20.43, 19.89) (70, 68.06) (41.3, 40.47) (74.11, 72.11) (1.59e-13, 5.96e-13)
7 3300.56 (37.54, 36.48) (21.09, 20.51) (73.75, 71.89) (36.46, 35.41) (79.32, 77.42) (6.65e-12, 2.5e-11)
8 992.6 (9.71, 9.41) (5.24, 5.09) (17.51, 16.99) (9.85, 9.53) (18.35, 17.83) (0.00065, 0.0009)
9 1300.43 (12.54, 12.19) (7.59, 7.39) (25.19, 24.44) (11.85, 11.53) (27.11, 26.36) (0.00017, 0.00025)
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Fig. 12: Actual time of arrival with and without the BSA system.

because the vehicle will already have moved for an additional
ca. 1.4 m until the V2X service receives this data. In the case
of autonomous vehicles, such delay is of course not tolerable,
and that is why the ultra-low latency promised by 5G and
MEC is important. Concerning the BSA service, such delay
can affect the accuracy of the ETA algorithm [12], and thus,
it is important to inform the service about the average latency
on the uplink, so it can adjust the ETA algorithm that will
accordingly correct the estimation of ETA values, taking into
account the speed of the vehicle and the measured latency.
When it comes to the downlink latency, less than 20 ms
latency that we obtained and presented in Section V will not
significantly affect the accuracy of the ETA value presented
in each civilian car, but for some other types of V2X services
that e.g., provide maneuver recommendations, this delay is
also important to consider and to decrease. As in 4G, this
average one-way latency is around 28 ms for uplink, and 18 ms
for downlink, improvements in latency brought by 5G play a
significant role in V2X services.

B. Resource consumption
The increase in CAM frequency and number of EmV

concurrently served not only increases the computational la-
tency but also highly affects the resource consumption of the
containerized application. As it can be seen in Fig. 11, both
CPU and RAM load increase with the CAM frequency and
number of EmVs, which needs to be taken into account when
deploying BSA application service. For example, when 10
EmVs are being served by BSA service running on the MEC
system, for frequencies higher than 1 Hz, more than one CPU
core is needed, and if not properly managed and orchestrated,
such increase in load can result in service failure. Due to the
resource-constrained nature of edge nodes where BSA service
is running, the resource consumption needs to be carefully

assessed and monitored in order to prevent disruptions in
application performance (e.g., service unavailability, longer
computational latency, low accuracy of ETA evaluation).

Thus, the higher frequency of CAM messages, the higher
CPU and RAM load. Also, the more EmVs are served by
the same BSA application instance concurrently, the more
resources are needed. As both computing and networking
resources need to be efficiently consumed in MEC platforms,
this increase might severely disrupt the service performance,
increasing the average response time of BSA application
service.

C. The overall emergency response time
The largest portion of the overall emergency response time

is mainly determined by the travel time of the EmV, as
indicated in Fig. 6. Thus, in addition to the performance of the
BSA system in terms of communication/computational latency
and resource consumption at the network edge, here we briefly
discuss the impact of the BSA system on overall emergency re-
sponse time. In Tab. III, and Fig. 12, we showcase the analysis
of the sample of real drives performed on the E313 highway
in Antwerp, Belgium. During these drives, the ATA values
are collected for different trip lengths (Tab. III). To compare
the obtained values of ATA for an emergency responder with
the time of arrival using the BSA system, we considered two
scenarios: i) no interference from the civilian vehicles, i.e., all
civilian vehicles clearing the lane in time so that the EmV can
pass with the maximum speed of 120 km/h (BSA system in
Fig. 12), and ii) interference from the other vehicles causing
random speed variations of up to 30% (BSA system with
speed variations) each 10 m on the road. The results show a
statistically significant reduction of the overall response time
with the BSA system compared to the drives with no BSA
system used on the highway (p-value in Kruskal-Wallis tested
lower than 0.05, Tab. III). The maximum reduction of the
arrival time of more than 1.5 min with the BSA system is
visible for the drives that are close to 3.5 km, which illustrates
realistic scenarios and driving routes of emergency responders.
Such a reduction of emergency response time is crucial for
increasing the efficiency of emergency responders on busy
roads.

D. Panic indicator
As elaborated in Section IV-B, studying the panic indicator

for services such as BSA can help to improve the overall
performance, as notifications for vehicles/drivers can be gen-
erated more efficiently, thereby preempting their reaction and
its potential outcome (e.g., increased stress that might result
in uncoordinated and incautious response to the approaching
EmV). To derive conclusions on the occurrence of panic, we
considered the variation of ETA values that are collected on
the testbed along the road (ETA variation illustrated in Fig. 8),
considering the route with six dissemination areas in total. We
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Fig. 13: ETA Variation (ETA(t)− ETA(t+ 1)); The values highlighted in red imply that the panic indicator is on, for civilian vehicles
in dissemination areas 1 to 6.

calculate ETA variation that would be experienced by civilian
vehicles in these six dissemination areas, and present it in
Fig. 13. According to the description of panic indicator as a
metric, which is provided in Section IV-B, we indicate that
panic happens in situations in which the current ETA value
for a specific area is less than the 20s (i.e., indicating a soon
arrival of EmV), and ETA value drops for more than 2.5s
comparing to the previously received notification (i.e., ETA
variation larger than 2.5s). If these criteria are met, the panic
indicator is turned on (i.e., Boolean value 1) for all civilian
vehicles in a specific dissemination area.

The thresholds used in this criteria are subjective, but here
we try to use some close to realistic values and assess how
often panic, due to the EmV, might occur on the highways.
Figures 13a) and 13b) show the ETA variation (ETA(t) −
ETA(t+ 1)) for civilian vehicles in areas 2 and 6, while the
trends in the remaining areas are not shown due to the space
limitations in the manuscript. For example, in Fig. 13b, the
GPS points on the x-axis indicate the location of EmV that is
moving through areas 1-6. In this particular case, the y-axis
displays the ETA variation experienced by civilian vehicles
in dissemination area 6, depending on the current location of
EmV, which can be in any of the six areas (as displayed on the
x-axis). The portions of the graphs that are highlighted in grey
represent the cases when the ETA variation is larger than 2.5s,
and the current ETA is lower than the 20s (i.e., both criteria
from Fig. 8 met). With reference to Fig. 13b, civilian vehicles
in area 6 start experiencing panic only when EmV is in areas 5
and 6, i.e., closer to them, and when BSA application notifies
them about EmV’s arrival with a lower frequency, i.e., 1 and
5 Hz.

From the obtained results (Fig. 13), it can be seen that panic
mostly happens for 1 Hz CAM frequency, which is somewhat
expected, due to the least frequent updates on the current speed
and location of an EmV. In our scenario, panic never occurs
in case the frequency is 10 Hz, but from the results studied
above, we clearly identified several bottlenecks of having
such a high frequency of upstream messages. Therefore, it
is important for BSA application to dynamically adjust the
frequency of sending notifications to civilian vehicles/drivers
for different dissemination areas, to decrease the probability
of panic, thereby improving their efficiency of responding to
EmV’s arrival. Therefore, Fig. 13c shows the BSA mechanism
of dynamically adjusting the frequency of sending DENM
messages to civilian vehicles in cases panic is expected. This
way, the ETA notifications are sent with an increased fre-
quency (either 5 or 10Hz) where panic occurs in Fig. 13b, but
not in other cases in order to save edge resources. Thus, with
such a feature, BSA system is both edge-aware/resource-aware
and capable of reducing panic in the presence of emergency

responders on the roads.

E. Design requirements for V2X applications
Given the resource constraints in edge networks, the design

of MEC applications such as BSA is highly important because
of resource consumption. If MEC application is designed
to perform all separate processes, or groups of processes,
in separate containers, the orchestration entities can scale
containers independently, and potentially save more computing
resources [42] than is the case of scaling all processes inside
one container at once. Such a design, which decouples the
main application logic into several independent and loosely
coupled microservices, allows MEC orchestrators to rapidly
and flexibly deploy services and make sure that application
performance matches the required level of quality of service.
As such, V2X applications become suitable for running within
orchestrated MEC systems, as described in Section III. With
CNI extension for Kubernetes, our MEC orchestration system
dynamically creates external interfaces for V2X application
deployment and makes it accessible for the vehicles, dis-
semination services, orchestrators, and peering application
instances in other MEC platforms. This interface towards
orchestration entities can be further used for informing orches-
tration layers about some internal application procedures (e.g.,
a vehicle is approaching the border between two countries)
so that the life-cycle management of applications can be
improved by deploying additional instances in other relevant
domains (described in Section III-C). Finally, if the V2X appli-
cation is expected to run in distributed MEC environments, the
dynamic setup of a data plane communication between peering
instances should be enabled, so that the necessary metadata or
application context can be timely transferred.

VI. CONCLUSION

In this paper, we introduced an on-demand edge-aware MEC
application service to enhance back situation awareness on
the highways, thereby enabling early notifications for vehicles
about the ETA of an approaching EmV. This cloud-native
application service provides drivers with sufficient time to
create a safety corridor for the EmV by clearing the lane
and allowing the EmV to pass through unhindered in a safe
manner, thus, increasing the mission’s success. This impact
is also measured in terms of the reduction of overall response
time of emergency responders, and panic levels among civilian
drivers. Due to the significant importance of decreasing the
overall response time to emergency events, we performed a
thorough performance analysis of the BSA application service,
measuring the impact of an emergency on the MEC system
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resources, and service response time. Moreover, we introduced
a metric called panic indicator that provides a notion of how
the proposed BSA service can potentially help in enabling
drivers to calmly maneuver out of the path of an EmV, thereby
increasing the road safety with a more efficient reaction to
EmV’s arrival.

From the results presented in this paper, we see that it
is important for the BSA application to dynamically adjust
the frequency of sending ETA updates to civilian vehicles,
as panic is more likely to happen if the frequency is low.
The performance evaluation of the BSA application service
is obtained in a realistic environment, i.e., on top of the
distributed MEC hosts within the Smart Highway testbed,
which is deployed along E313 highway in Antwerp, Belgium.
We show that the frequency of sending CAMs from an EmV to
the BSA application significantly affects the overall computing
delay, hindering the time given to the application to perform
computation before an updated CAM is received. As dis-
cussed, this issue can be mitigated by adjusting the reception
of upstream CAMs at the application side, but taking into
account the accuracy of calculating ETA for different areas. A
similar effect on the computing delay is also noticed in the case
of an increased number of simultaneously served EmVs, which
can be solved by performing application scaling. Concerning
the scaling of BSA application, reserving more resources needs
to be properly managed due to the resource constraints in MEC
systems, especially in the case of the higher CAM frequencies
that showed an increased CPU and memory load. As in the
Smart Highway testbed the connectivity with vehicles can
be achieved via hybrid communication modules (e.g., LTE,
ITS-G5, and V2X), we have also utilized the 4G long range
to establish a communication between client application in
vehicle and the BSA running on the MEC hosts. Concerning
the BSA service, such delay can affect the accuracy of ETA
algorithm, and it is important to inform service about the
average latency on the uplink, so it can adjust the ETA
algorithm that will accordingly correct the estimation of ETA
values, taking into account the speed of the vehicle and the
measured latency.

Thus, in this paper, we derive important conclusions i) about
the design of V2X services that are aimed for running on the
MEC platforms in the 5G systems, with the goal to assist
vehicles on the highways, and ii) about the operations of
such services, including the study of the factors that affect the
service performance. As a part of our future work, we plan
to also study the impact of all contributors to the computing
delay (e.g., CAM frequencies, number of EmVs, state update
delay across domains) on the accuracy of estimating time of
arrival of an EmV.
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