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Abstract—The ever-increasing deployment of new wireless
technologies and the demand for mobile services delivery has
hampered the efficient and reliable wireless communication.
While traditional IEEE 802.11 Wireless Local Area Networks
(WLANSs) suffer interference from other wireless technologies,
their manageability is currently limited. In this context, the
overall performance in terms of bitrate, latency, and relia-
bility depends on a number and often dynamically changing
aspects where the Medium Access Control (MAC) layer plays
a crucial role. Current IEEE 802.11 MAC protocols cannot
be programmed fine-grained enough and they cannot manage
multiple networks at runtime. In this paper, we propose an
approach and an algorithm for on-the-fly End-to-End (E2E)
Quality of Service (QoS) slice orchestration and IEEE 802.11
MAC management based on Software-Defined Networking (SDN)
principles. We argue that, by performing slice orchestration and
IEEE 802.11 MAC management at runtime, it is possible to
deliver improved and reliable E2E QoS. To demonstrate the
feasibility of our approach, we developed a prototype where
our hands-on experiments show that we can reduce the average
latency in half while compromising only less than 8% of the
average throughput.

I. INTRODUCTION

In addition to the high number of wireless devices and net-
works, the demand for mobile services delivery has hampered
the efficient and reliable wireless communication. In the face
of the nowadays evolving and highly heterogeneous wireless
environment, different Medium Access Control (MAC) proto-
cols have been proposed to improve wireless connectivity and,
hence, to provide Quality of Service (QoS) delivery [1]. Nev-
ertheless, there is no one-size-fits-all solution [2]. Moreover,
wireless technologies have to compete for wireless spectrum,
multiple services have to coexist within the same wireless
infrastructure (e.g., voice over IP, video on demand, sensor
monitoring). Users and applications usually have different
and dynamic requirements in terms of performance (e.g.,

bitrate, latency, and reliability) and therefore service-oriented
approaches for network resource provisioning are needed.

In traditional IEEE 802.11 networks, Stations (STAs) estab-
lish associations with Access Points (APs) mainly based on the
measured strongest Received Signal Strength Indicator (RSSI).
These associations may lead to uneven and inadequate distri-
bution of STAs across the network, especially when STAs QoS
requirements are not considered in the process [3]. The IEEE
802.11e amendment [4] has established the foundations for
traffic prioritization through the Enhanced Distributed Channel
Access (EDCA) function. EDCA defines traffic categories in
which determine how STA access to the channel for a period
called Transmission Opportunity (TXOP). A traffic category
with more priority has more TXOP than the others and once
the STA reaches the contention period, more time is reserved
for its transmission. However, EDCA does not ensure radio
resource isolation between traffic classes. In addition, it does
not provide standard interfaces for End-to-End (E2E) service
management at this moment. Therefore, Software-Defined
Networking (SDN)-based approaches cannot control it in a
centralized manner.

Recently, a few proposals [5] [6] [7] [8] have addressed E2E
network slicing for Wireless Local Area Networks (WLANS).
On the other hand, only a single proposal [8] has focused on
programmable and dynamic E2E network slicing considering
resource isolation in a real-world testbed. This isolation has
enabled multiple network slices to share the same network
resources without performance degradation. In this paper, we
propose an SDN-based approach and an algorithm for on-
the-fly E2E QoS slice orchestration and IEEE 802.11 MAC
management according to application’s demand. To the best of
our knowledge, there is no approach nor algorithm to provide
on-the-fly E2E QoS delivery with reliability for the future
IEEE 802.11 architecture.



Our goal is to deliver E2E QoS guarantees at runtime by
performing slice orchestration and IEEE 802.11 MAC layer
management. Taking this into consideration, we developed a
prototype able to: (i) perform monitoring with configurable
polling intervals specifically focused in metrics related to data
channel load and latency, (if) periodic statistics aggregation
and processing, and (iii) support for slice orchestration and
IEEE 802.11 MAC layer reconfiguration according to appli-
cation’s QoS requirements. We conducted our evaluation based
on a case study over a real-world testbed. Our results show
that our approach and algorithm provide improved E2E QoS
reliability both in terms of throughput, latency, and reliability.

II. RELATED WORK

Given that the IEEE 802.11e amendment [4] has established
the foundations for traffic prioritization, many investigations
have focused on queuing management [9] [10] [11]. The
authors have proposed scheduling schemes according to the
length of the traffic queues, the lowest time to serve a
packet, or the amount of time waiting on the scheduler. After
the improvements in radio resource utilization provided by
the IEEE 802.11n amendment [12], researchers have been
focusing mainly on channel optimization and fairness by
modifying or predicting the Aggregated MAC Service Data
Unit (A-MSDU) feature behavior [13] [14] [15] [16] [17].
Nevertheless, most of these modifications imply on non-
standard compliant solutions.

Other proposals focused on airtime-based resource alloca-
tion mechanisms for network virtualization [5] [6] [7]. The
focus of airtime scheduling in IEEE 802.11 networks has been
extensively studied as a means to overcome the performance
anomaly [18]. Nakauchi et. al. [5] have proposed an airtime
resource allocation method through the management of the
Contention Window (CW) size. Bhanage et. al. [19] and
Katsalis et. al. [20] presented similar efforts. The resource
allocation problem is tackled by performing traffic shaping to
limit the resources usage of each slice and by the use of a
queuing model with feedback control to guarantee throughput
per slice. Besides those aforementioned, there exist many
others in the literature [21]. However, or they are addressed
via simulation or cannot ensure slice isolation properly.

Despite the QoS improvements achieved, the aforemen-
tioned proposals share the same limitations. First, they are
usually designed to very specific use cases and problems. Sec-
ond, their contributions make their approaches non-standard
compliant. Last, but not least, those solutions cannot ensure
traffic isolation or the experimentation was conducted through
simulations. The most recent and expressive work on providing
E2E network slicing while ensuring resource isolation is
proposed by Coronado et al. [8]. The authors have provided
a framework that enables programmable and dynamic E2E
network slicing over real-world WLANs. We have enhanced
their slicing approach by providing an algorithm besides
experimenting it over a real testbed. In this paper, our goal
is to demonstrate that our solution is capable to improve

QoS according to its requirements, applications demand, and
network conditions.

III. E2E QOS PROVISIONING APPROACH

In this section, we present how our proposed approach
makes use of the benefits of the SDN paradigm to provide
IEEE 802.11 network programmability. Then, we explain how
our algorithm performs slice orchestration and IEEE 802.11
MAC management based on QoS requirements.

We have added our approach in both SDN control and
management planes. In the control plane, we have introduced a
network polling mechanism with configurable polling interval
in which is responsible for gathering statistics about network
slices and maintaining a set of calculated metrics based on
a configurable series of measurements (e.g., moving average,
moving median, moving standard deviation). In addition, we
have added runtime MAC adaptation and slice orchestration
support by the definition of transmission policies [22] and
the installation of OpenFlow rules [23], respectively. In the
management plane, on the other hand, we perform the appli-
cation’s QoS requirements analysis and comparison against the
statistics gathered from each of the slices monitored. In this
manner, they can be orchestrated and the MAC layer can be
managed according to application’s demand and QoS required
(e.g., increase slice’s resource allocated on a specific AP, the
use A-MSDUs or not for AP’s transmissions to certain STAs).

A. Slice Configuration Algorithm

The main idea of our algorithm consists of creating and
periodically adjusting the resource allocated for each network
slice instantiated on the APs. Each slice is configured accord-
ing to a specific QoS requirement established from a certain
service, application, or STA. We consider two different slices
in our approach: QoS and Best Effort (BE) slices. The QoS
slice is the one where there are one or more metrics that
need to be optimized while the BE slice is the slice that
can be modified in case QoS slices have their performance
compromised. For the sake of clarification, we have divided
the resource allocation function and the slice configuration
loop in different pseudo algorithms.

Algorithm 1 comprises the resource allocation function used
to adapt the airtime reserved for a given slice on the AP. In
other words, it computes the new quantum value for a given
a slice based on the old quantum (Lines 2 to 9), representing
the fraction of airtime that can be assigned to that slice
in each round. We refer to Coronado et al. for the whole
dequeuing process [8]. Our quantum adaptation is given by
an exponential function where two rates are used as factors.
Those rates represent the allocation and releasing factors, given
by a_rate and r_rate, respectively. First of all, these rates are
initialized and therefore dictate the increase and the decrease
rates of the new quantum values. The status variable (Line 3)
it is controlled by the configuration loop (Algorithm 2) and
therefore dictates if the new quantum has to increase, decrease,
or not in the next configuration round.



Algorithm 1 Exponential Quantum Adaptation

Input: old_guantum
Output: new_qguantum

> old quantum for given slice
> new quantum for given slice

1: initializeQuantum Adaptation Rates()

2: function QUANTUMADAPTATION(old_quantum)

3 if status = allocation then

4 new_quantum <+ 1+ (old_quantum x a_rate)
5: else if status = release then

6 new_quantum < 1 — (old_quantum x r_rate)
7 else

8 return old_quantum

9

return new_quantum

Algorithm 2 performs the slice configuration loop by peri-
odically checking whether the application’s QoS requirements
are met and triggering slice configurations accordingly.

Algorithm 2 E2E QoS Provisioner
Input: every

> loop interval

1: loop every

2 apps_qos_reqs < GetAPPsQoS Requirements()
3 sle_stats <— Get AllSlicesStats()

4 for all qos_req in apps_qos_reqs do

5: if qos_req is not in GetQoSSlices() then

6: CreateNewSlice(qos_req)

7 qos_slice + GetQoSSlice(qos_req)

8 if gos_slice in slc_stats then

9 UpdateStatus(qos_slice, slc_stats, qos_req)

10: for all be_slc in Get BESlices() do

11: crr_q + GetCrrQuantum(be_slc)

12: new_q <+ QuantumAdaptation(crr_q)
13: if crr_q # new_q then

14: ChangeQuantum(be_slc, new_q)

First of all, the configuration period is given as input
in variable every (Line 1). Next, on every loop iteration,
the application’s QoS requirements are requested/updated in
addition to the statistics about throughput and latency of each
network slice (Lines 2 and 3). Then, for all application QoS
requirements (Line 4), slices are created and the status of a
slice is updated by comparing the QoS requirements with the
slice statistics (Line 9). After the status decision variable from
Algorithm 1 is updated, another iteration is started but this time
over the slices that serves the BE services. Finally, if there is
the need for adapting their quantum value, a message is sent
to the AP in order to reallocate the slice’s airtime according
to the new configuration provided (Line 14).

IV. CASE-STUDY: LOW-LATENCY QOS DELIVERY

In this section, we depict the use case scenario: a low-
latency service coexisting with a BE service within the same
infrastructure. Since we do not focus on evaluating our solu-
tion in the presence of interference, the chosen case study is in

a controlled factory environment. In this context, we demon-
strate the coexistence of two different network services with
different QoS requirements sharing the same infrastructure.
One service is characterized by its low-latency QoS restrictions
and the other serves in BE mode. The low-latency service
can be associated with remote control applications, emergency
systems, and remote control. On the other hand, BE services
can be associated with file sharing and e-mail. For those
services, we have defined a scenario with three different slice
configurations where they have to share and compete with one
another. Figure 1 illustrates the scenario with the three slices
configurations, A, B, and C.
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Fig. 1. Evaluation scenarios for the two services with different QoS require-
ments and their prior slice configurations. Scenario (A), (B), and (C) represent
the different slice configurations.

To keep slices configuration accordingly, our algorithm
specifies fractions of airtime that are dedicated for each slice
to transmit. In all scenarios, we consider having a single AP,
however, with different slice configurations. In the first sce-
nario (Figure 1-A) we depict whenever the two services have
to compete within the same slice, as in traditional networks
without QoS service differentiation. In the second scenario
(Figure 1-B), we depict the state-of-the-art network slicing
and isolation in WLANs [8]. However, with no feedback
about service performance or initial slice bootstrapping and
configuration according to the type of service. Therefore, we
use static and equal slice configurations. In the third scenario
(Figure 1-C), however, we analyze the performance of the two
services using our approach and algorithm. In this case, slices
are adapted according to the application’s QoS requirements
and network conditions.



V. EVALUATION

In this section, we describe the evaluation of our approach
using our developed prototype. We present the methodology,
workload, and setup used during the experimentation followed
by a discussion of the results obtained.

A. Methodology and Workload

Our prototype has been developed and tested in a realworld
testbed composed of one centralized SDN-based controller,
one AP, and two STAs as clients. The SDN-based Wi-Fi con-
troller consists of a computer, connected to the wired segment
of the network, running both the Ryu1 and the SGEmPOWER?
controllers. The AP is based on the PC Engines APU2D4 (x64)
processing board and is equipped with one WiFi card based
on the Qualcomm Atheros AR958x 802.11 a/b/g/n wireless
network adapter. Linux LEDE 4.4.138 is used as an operating
system. We conducted the experiments on the 5 GHz band
with the card operating in 802.11n mode and on channel 36
and we ensured that there was no interference in that channel
during the experimentation.

Our goal is to analyze services average latency in Round-
Trip Time (RTT) and throughput in Mbps according to a given
radio resources configuration over the experiment timespan. To
understand the impact of changing slice’s resource allocation
at runtime, we have compared the three slice configurations
depicted in our aforementioned scenario in the same channel
conditions (see Figure 1). We have also configured different
transmission policies according to the application’s QoS. We
have set that for the low-latency slice, the AP should no
wait for Acknowledgments (ACKs) to transmit subsequent
packets. Also, whenever the case where there are two slices
in our experiment, running the two different services, we have
configured not to use A-MSDU for the STA using the QoS
enabled slice (Slice 1), since it introduces more throughput,
but also delay and packet error rate. We have also initialized
the rates for quantum for allocation and releasing 5% every 5
loops and 20% at every loop, respectively. Table I summarizes
the workload parameters used during experimentation.

During all experiments, we have used standard laptops as
our STAs, positioned around 2 to 5 meters away from the
AP. In all the scenarios, TCP streams are generated between
the SDN controller and STA in order to test our approach
in a saturated channel condition. Each experiment runs over 3
minutes long. The traffic generated was done using Iperf3. The
results reported in the next subsection are the related average
of 10 runs. The controller periodically polls the AP to gather
STA/slice utilization statistics and polling period is set to 1
second. It is important to emphasize that the QoS-enabled
service is based on the maximum expected latency and latency
may suffer from the masking effect in the presence of outliers.
Therefore, we have decided to use the median from the last
measured latencies as a decision variable to determine if the
current latency is achieving the expected QoS or not.

Uhttps://osrg.github.io/ryu/
Zhttps://github.com/5g-empower/empower-runtime

TABLE I
WORKLOAD PARAMETERS USED DURING THE EXPERIMENTATION
Parameter Value
Iperf3 Protocol TCP

Iperf3 bandwidth 40 Mbps (downlink) to STA 2
10ms max latency for Slice 1
BE behavior for Slice 2
do not wait for ACKs for STA 1
wait for ACKs for STA 2
no A-MSDU for Slice 1
A-MSDU for Slice 2
12000 ps per round
every 5 seconds
5% for allocation every 5 loops
20% for releasing at every loop
Monitoring polling interval every 1 second

Measurements subset size 10
Experiment duration 3 minutes

QoS requirements

Transmission Policies

Slice A-MSDU configurations

Slice’s initial quantum
Slice’s configuration interval

Quantum adaptation rates

B. Results

In this subsection, we present and discuss the results
obtained throughout our experimentation. For the sake of
understanding, we present the variations of slices latency,
throughput, and slices configurations during a single exper-
iment. For each scenario configuration (Figure 1), we present
the moving median and the moving average of the 10 last
measurements for both latency and throughput, respectively.
Standard deviation bars are placed to depict the variation of
the throughput on the BE slice. Because the moving average
is skewed by the presence of outliers, we decided to analyze
the moving median for the latency measurements. In such
cases, the moving median is much more robust because it
better represents the central tendency of such distribution. For
the third scenario configuration, we have added the updated
quantum values for both BE slice and QoS enabled slice.
Figure 2 presents the quantum values adapted for both BE
and QoS slices during the 3 minutes of experiment timespan.
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Fig. 2. Quantum values of each slice configuration during the experimentation
timespan.

As we can see, our slice configuration algorithm adapts
the quantum value of the BE slice in an exponential pace.
The curve is dictated by the allocation/releasing rates that are
configured to be 20% and 5%, respectively. In our experiment,
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(b) Average throughput on each scenario configuration for the BE slice during a single experiment.

Fig. 3. Latency and throughput per slice during the experimentation timespan.

both slices quantum values start with 12 000 us each and, after
a few seconds of the experimentation, there is a dramatic
decrease in the quantum value for the BE slice. This occurs
because the initial slice configurations do not match with the
QoS requirements of the QoS-enabled slice. After 80 seconds
of the experiment, the quantum value of the BE slice stabilizes
at roughly 400 us, implying that the BE slice has to wait for
more rounds at the dequeuing process. Consequently, leaving
more radio resources to the other coexisting slices on the AP.

Figures 3a and 3b present the median latency and the aver-
age throughput along the 3 minutes experiment timespan. At
the beginning of the experiment, the moving median remains
between 20 ms and 30 ms for all scenario configurations (see
Figure 3a). Latency was calculated based on a less than 2 kbps
traffic and its peaks may occur due to the dynamic nature
of the wireless environment. Although, it is clear that the
latency for the QoS slice has been improved in the third
scenario configuration, especially after half of the experiment.
The behavior is directly related to the quantum configurations.
After the second 100 of the experiment, around 20 seconds
after the quantum configuration has stabilized, the median
latency of the QoS-enabled slice drops to less than 5 ms. This
is followed by a gradual increase on the BE guantum and also
on the QoS-enabled median latency as attempts to release as

many resources to the BE slice as possible. Similar behavior
happened with the throughput, but negatively and impacting
the BE slice. In the second 100, the throughput from the BE
slice decreased by 20% followed by a gradual increase in the
throughput as well (5% every 5 loops). Figure 4 illustrates the
average throughput and latency of all 10 experiments.

QoS (Latency) BE (Throughput)

% “0g
g I I =)
§3o I 30 2
=

L B
< =
> i
20 20E
5 %
Z l g
(5]

10 10%

-0
Single Slices (A) Static Slices (B) Adaptive Slices (C)

Fig. 4. Average latency and throughput over the 10 experiments for each
scenario configuration.



As can be seen, the first and the second scenario configu-
rations have similar performance both in terms of latency and
throughput. This happens mainly because the BE slice uses the
TCP protocol to transmit its data and therefore the transmis-
sion rate is adjusted according to data loss. Besides preventing
even more data loss, TCP prevents channel saturation. In the
scenario C, on the other hand, our algorithm achieves 47,4%
and 54% lower latency while reducing the throughput of the
BE slice by only 4,94% and 7,07% in comparison with the
same scenarios.

VI. CONCLUSION

Although network monitoring and configuration are com-
mon management activities, these can be considerably differ-
ent in the context of SDN-based WLANs. We have presented
an approach and an algorithm for on-the-fly E2E QoS slice
orchestration and IEEE 802.11 MAC management based on
SDN principles. Our results show that we can reduce the
average latency in half while compromising only less than
8% of the average throughput. More specifically, we achieve
47,4% and 54% lower latency using our algorithm (Scenario 1-
C) in comparison with Scenario 1-A and Scenario 1-B. To
do such a thing, our algorithm reduces the throughput of
the BE slice by only 4,94% and 7,07% in comparison with
the same scenarios. As future work, we plan to scale up
our experimentation testbed with more slices, QoS metrics,
APs and STAs. In addition, we plan to improve our quantum
adaptation algorithm to consider the use of handovers and
performance estimations, such as Signal-to-Interference-plus-
Noise Ratio (SINR) and resource availability. In this manner,
we envision an enhanced SDN-based QoS delivery for the
future IEEE 802.11 networks.
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